Street-to-Shop: Cross-Scenario Clothing Retrieval
via Parts Alignment and Auxiliary Set

Si Liu**, Zheng Song*, Guangcan Liu*, Changsheng Xu™, Hanqing Lu™, Shuicheng Yan*
* ECE Department, National University of Singapore

" NLPR, Institute of Automation, Chinese Academy of Science

fdcslius, zheng.s, eleliug, eleyansg@nus.edu.sg,fcsxu, luhgg@nlpr.ia.ac.cn

Abstract

In this paper, we address a practical problem of cross-
scenario clothing retrieval - given a daily human photo cap-
tured in general environment, e.g., on street, finding simi-
lar clothing in online shops, where the photos are captured
more professionally and with clean background. There are
large discrepancies between daily photo scenario and on-
line shopping scenario.

We first propose to alleviate the human pose discrepancy
by locating 30 human parts detected by a well trained hu-
man detector. Then, founded on part features, we propose
a two-step calculation to obtain more reliable one-to-many
similarities between the query daily photo and online shop-
ping photos: 1) the within-scenario one-to-many similari-
ties between a query daily photo and the auxiliary set are
derived by direct sparse reconstruction; and 2) by a cross-
scenario many-to-many similarity transfer matrix inferred
offline from an extra auxiliary set and the online shopping
set, the reliable cross-scenario one-to-many similarities be-
tween the query daily photo and all online shopping photos
are obtained.

We collect a large online shopping dataset and a daily
photo dataset, both of which are thoroughly labeled with 15
clothing attributes via Mechanic Turk. The extensive exper-
imental evaluations on the collected datasets well demon-
strate the effectiveness of the proposed framework for cross-
scenario clothing retrieval.

1. Introduction

Nowadays, online clothing shopping is becoming an in-
creasingly popular shopping model. In many online shop-
ping websites such as Amazon.com, eBay.com, and shop-
style.com, customers can conveniently find their favorite
clothing by typing some keywords, such as “black, sleeve-
less cocktail dress”.

In this paper, we consider a more interesting and practi-
cal shopping model: given a human photo captured on street
or saw occasionally, finding similar clothing from online
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Figure 1. The “street-to-shop” clothing retrieval model: user takes
a photo of any person, then similar clothing from online shops are
retrieved using the proposed cross-scenario image retrieval solu-
tion to facilitate online clothing shopping. For better viewing of
all images in this paper, please see original color pdf file.

shops. This shopping model can be integrated into vari-
ous platforms, e.g. in mobile applications as shown in Fig-
ure 1. One can take a photo of any fashionably dressed lady
with mobile device, and our system can parse the photo and
search for the clothing with similar styles from online shop-
ping websites. In social network platform, one may occa-
sionally browse a photo in a friend’s album and is interested
in the clothing. With one click over the photo, similar cloth-
ing from online shops can be returned.

The proposed shopping model rises a challenging re-
search problem which is not well studied yet: given a
clothes/human image captured in general environment (i.e.
daily photo clothings), finding similar clothes/human im-
ages from a dataset taken in special environment (i.e. em-
bellished photos used in online clothing shops).

To investigate this problem, we collect an Online Shop-
ping dataset (OS) and a Daily Photo dataset (DP). Obvi-
ously, there exist large discrepancies between these two sce-
narios as shown in Figure 2. Consequently large variance
will exist in direct feature description of the clothes. Human
pose variation is the first aspect causing the data variance.
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Figure 4. The whole framework of the street-to-shop clothing retrieval system.

Table 3. Number of samples in each subset: “_U” denotes upper-
body numbers and “_L” denotes lower-body numbers.

training_.U | query_U || training.L | query_L

oS 6293 2000 6343 2000
| [ auxiliary_U [ query_U “ auxiliary L [ query_L ‘
[DP ][ 3321 | 1000 [ 3068 [ 1000 |

We obtain manually labeled clothing attributes of these
two datasets by crowd sourcing via Amazon Mechanical
Turk website. Regarding to the difficulty in distinguishing
the attribute categories, different number of annotators are
assigned to different labeling task. A label was considered
as ground truth if at least more than half of the annotators
agreed on the value of the label. Totally, we collect 8293 up-
per body images and 8343 lower body images in OS. And
the numbers in DP are 4321 and 4068, respectively. Note
that if a photo contains both upper body and lower body
clothing, for example, a cocktail dress, the two parts are
cropped and included into the upper body and lower body
dataset respectively. Table 1 and Table 2 show the distribu-
tion of each attribute. We randomly split OS into a training
subset and a test query subset, and randomly split DP into
an auxiliary subset and a test query subset for further use.
Table 3 shows the number of samples in each subset.

4. Framework

Our framework is shown in Figure 4. First, given a daily
photo, 20 upper-body parts and 10 lower-body parts are lo-
cated. Then for each human part in the daily photo, e.g. the
left shoulder part in Figure 4, its features Y is linearly re-
constructed by Y, the reference feature samples of this part
extracted from the auxiliary daily photo set, and a sparse
coefficient vector can be obtained.

The auxiliary samples Y are also offline collabora-
tively reconstructed by the samples from corresponding OS
dataset X and the sparse reconstruction coefficient matrix Z
is obtained by multi-task sparse representation with the con-

straint that the reconstruction errors corresponding to the
same spatial position (several rows of the error term E) are
activated or turned off simultaneously. Finally, feature rep-
resentation of the daily photo V is refined by the integration
of the online calculated within-scenario sparse coefficient
and the offline cross-scenario collaborative reconstruction
coefficient Z by y’ = XZ . Consequently, a nearest neigh-
bor search in OS dataset can be implemented based on the
reconstructed new feature representation y’.

The online processing part of our framework brings two
extra procedures than traditional image retrieval framework,
i.e, the human part alignment and the within-scenario sparse
coding. The two procedures take around 0:07 and 0:1 sec-
ond CPU time per part on an Intel 2.83 GHz CPU in av-
erage. Note that the processing for multiple parts can be
paralleled. Hence the extra processing can be further accel-
erated.

5. Towards Cross-Scenario by Human Parts
Alignment

(@
Figure 5. The detected upper and lower body parts from the OS
dataset (a,b) and the DP dataset (c,d) are illustrated.

We use the annotated key points in human photos [4] and
train one human upper body and one human lower body de-
tector [21]. Figure 5 shows several human detection results,
which demonstrates the necessity of human parts alignment.
Taking the lower-body parts as an example, in Figure 5(b),
the lady’s legs occupy the whole image, while the leg parts
only cover the lower part in Figure 5(d). Moreover, the
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Figure 6. Exemplar of aligned parts of two datasets. The models in
OS dataset (a) are professionally posed while people are in casual
pose and may take many personal belongings in DP dataset (b).

poses of legs are changeable: the lady in Figure 5(d) is
walking so the leg parts are positioned differently from the
static model in Figure 5(b). Thus only after human parts
alignment, each human part can share similar feature repre-
sentation which is critical for appearance modeling.

Following [16, 5], we extract 5 kinds of features from
the 20 upper-body parts and 10 lower-body parts. The fea-
tures include HOG, LBP, Color moment, Color histogram
and skin descriptor. More specifically, each human part is
first partitioned into several smaller, spatially evenly dis-
tributed regular blocks. 5 features are extracted from each
block and features from all blocks are finally concatenated
to represent a human part. The block based features can
roughly preserve relative position information inside each
human part, which facilitates the following feature refine-
ment process.

6. Towards Cross-Scenario by Auxiliary Set

The human part detection step can handle the human
pose discrepancy and partially filter out background clut-
ter. Figure 6 gives some exemplar images for the shoulder
and hand parts. From this figure, it can be seen that even the
parts are well-aligned, large discrepancies still exist, e.g. for
the left shoulder part, there are various background clutter
outside the human contour.

The background clutter can bias the true clothing similar-
ity and affect the similarity based image retrieval between
online shopping clothing and daily photo clothing. There-
fore, further feature refinement towards more reliable simi-
larly measure is necessary. Our aim is to find a new repre-
sentation of daily photo, so that it can be directly compared
with clothing in the online shopping dataset.

However, it is difficult to robustly estimate the cross-
scenario discrepancies only based on one query daily photo
and an online shopping dataset. Therefore, we collect aux-
iliary daily photo clothing set. Intuitively, the discrepancies
inferred by simultaneously considering the entire auxiliary
set and online shopping set, are much more reliable. Noted
that this procedure does not require any annotations for the
auxiliary daily photo set, and thus this set can be collected
beforehand.

To mine the cross-scenario discrepancies, we propose to
collaboratively reconstruct the auxiliary set by online shop-
ping clothing. The reconstruction is performed at a set-to-
set manner and thus is more robust and reliable.

Essentially, only a small subset of the over complete
OS set are similar with each image in the auxiliary set,
therefore, the reconstruction coefficient is constrained to be
sparse with an ‘1 norm constraint, which has been widely
applied in many computer vision tasks [19]. From Figure 6,
we can observe the cross-scenario discrepancies often lie
in similar positions after the parts alignment. Based on this
observation, all features (5 kinds of features) extracted from
the same region are considered as a group and enforced to
have similar sparsity properties by a group sparsity regular-
ization.

Formally, denote X = [X1; X; ::1; Xn] € R9*™ as image
features from the OS dataset and Y = [y1;V¥2;:5Ym] €
RYIXM a5 image features from the auxiliary DP dataset,
where each column is an image feature. We propose to learn
a sparse matrix Z € R™*™ to reconstruct Y using X with
reconstruction error E € R9*™ constrained by group spar-

sity. The objective function is formulated as:
G
min = kY XZ  EKp+ MY KEKg + AokZki, (1)

Z,E
g=1

Algorithm 1 Solving Problem (2) by Inexact ALM

Input: matrices X and Y'; parameters A1 and Ao.
Initialize: Z = J = 0,E = O,W = O,u = 1075, oz =
108, p=1.1,ande = 108,
while not converged do
1. Fix the others and update E by

=argmin Z | Egllp + HE — (Y = XJ)|%.
g=1

2. Fix the others and update Z by
A2 1
Z =argmin 22| Z||1 + Z||1Z — (J — W/w)||%.
Z I 2

3. Fix the others and update J by
J=XTX +ul) YXT(Y — E) + pZ + W).

4. Update the multiplier W by
W =W+ u(Z—-J)
5. Update the parameter o by p = min(pp, max)-
6. Check the convergence condition || Z — J||oo < €.
end while
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where || || is the Frobenius norm, E = [E1; Ep;- - ; Eg],
G is the number of blocks (groups) in the feature vector and
Il - |lp is the “4-norm, 1 > 0; 2 > 0 are two trade-off
parameters to control the strength of the regularization.

The above optimization problem is convex and can be
solved by various methods. For efficiency, we adopt in
this paper the Augmented Lagrange Multiplier (ALM) [14]
method. We first convert (1) into the following equivalent
problem:

G

min KY  XJ EKp+X\ Y KEGKg + AokZka,

sy

g=1

st. 7 =J, 2)

and then minimize the following augmented Lagrange

function:
e

L=KY XJ FEki+MY KEgg+ MkZks

g=1

+rrW'(Z J))+ng JKZ,

where T r(-) is the trace of a matrix, and > 0 is a penalty
parameter.

The above problem can be alternatively optimized with
respect to J, Z and E, respectively, and then update the La-
grange multiplier W. The inexact ALM method, is used for
efficiency and outlined in Algorithm 1. Step 1 is solved via
Lemma 3.2 of [1 1] and 2 are solved via the shrinkage oper-
ator [14]. Step 3 of the algorithm has closed-form solution.
The convergency of the ALM has been generally discussed
in [14, 3].

7. Experiments

7.1. Experimental Setting

Evaluation Criterion : We follow the evaluation cri-
terion of [8] using a ranking based criteria for evaluation.
Given a query image (, all the n images in a dataset can
be assigned a rank by the retrieval procedure. Let Rel (i)
be the groundtruth relevance between  and the it ranked
image. We can evaluate a ranking of top K retrieved datum
with respect to a query ( by a precision,

k .
PrecisionQk = M,
N
where N is a normalization constant to ensure that the cor-
rect ranking results in an precision score of 1.

The precision calculation is extended to multiple at-
tributes according to [10]. Specifically, if we consider one
particular attribute of the query image, then the value of
Rel (i) is binary. And if we evaluate on multiple attributes
of a query image, then Rel (i) will have multiple levels of
relevance values. For example, if the query image ( is la-
beled as ‘“‘short-sleeve, round-neckline and blue” and one
retrieved image is annotated as “long-sleeve, shirt-neckline
and blue”, the relevance value is 2.
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Figure 7. The performances of within-scenario and cross-scenario
settings. The experiments are performed on upper body and lower
body sets separately.

7.2. Within-Scenario Vs. Cross-Scenario

We simulate the within-scenario and cross-scenario oc-
casion respectively by using the OS query set and the DP
query set to retrieve images in the OS training set and the
retrieval performance is shown in Figure 7. It can be seen
that in upper-body and lower-body cases, the performances
drop from within-scenario to cross-scenario setting at about
20%. Tt shows that large discrepancies exist between the
online shopping and daily photo scenarios.

Note that the evaluation method of [8] will results in dif-
ferent trends of the P recision@k vs k curve regards differ-
ent task difficulty. Hence the performance comparison nor-
mally forms > shaped curves, i.e. better-performed tasks
decrease and worse-performed tasks increase when K in-
creases from 0. However, both kinds of curve increase to
near 1:0 when K is large enough.

7.3. Performances of Different Features and Parts
Feature Evaluation
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Figure 8. The performances of representative attributes with re-
spect to different features and parts.

In this experiment, we evaluate how the concerned fea-
tures and body parts affect the retrieval performances of the
defined clothing attributes. We evaluate the top 10 perfor-
mances of each attribute with respect different features and
body parts. The experiment is performed using the cross-
scenario configuration.

Generally different features and body parts contribute to
different clothing attributes. Several representative results
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Figure 9. The cross-scenario retrieval performance comparison.
We compare the within-scenario (“IntraOS”) and cross-scenario
(“DP20S”) configurations. The suffix “_whole” denotes using
global features without parts alignment, “_part” denotes using fea-
tures with parts alignment and without auxiliary set and “_aux”
denotes using both parts alignment and auxiliary set.

are shown in Figure 8. As illustrated, HOG feature and body
parts near the neck are most effective to retrieve similar col-
lar shape. CBoWs and CM features and the central body
parts are most useful for color identification. Precise sleeve
type prediction highly relies on skin feature from shoulder
parts. Finally, HOG and LBP features can produce better re-
sults for clothing pattern recognition. Considering all cloth-
ing attributes, all of these features from all body parts are
respectively normalized and concatenated together to boost
the overall performance of predicting all clothing attributes.

7.4. Parts Alignment for Cross-Scenario Retrieval

To validate the effectiveness of parts alignment for the
cross-scenario retrieval task, we compare our method with a
baseline using global features. To implement the global fea-
ture baseline, we extract the same features from the cloth-
ing area with 4 x 4, 2 x 2 and 1 x 1 image pyramids. The
performances shown in Figure 9 illustrate that features with
parts alignment are more discriminative than the global im-
age feature about 8% percent for the upper body set and
about 5% for the lower body set. By observing more in de-
tail, we find the improvement is more significant in upper
body case because: 1) upper body images contain finer part
structures which makes the parts alignment more important,
and 2) upper body images have more pose variation and thus
parts alignment is more effective.

7.5. Auxiliary Set for Cross-Scenario Retrieval

We implement the Algorithm 1 with ; =0:1and , =
0:01 to learn the transfer matrix. In our experiment, 50 to 80
iterations are required for convergence for the upper body
and lower body set respectively.

The results after feature refinement with auxiliary set is
shown in Figure 9. It can be observed that the auxiliary
set can further improve clothing retrieval. The ultimate per-
formance at top rank 50 on upper body set is already near
the within-scenario performance, which proves the feature
refinement is effective.

Query Upper Lowery| Query Upper Lower Query Upper Lower

a ~ a8
ﬁ .-’ A% 2

Crowdocclusion Uncommonview point Inaccuratedetection

Figure 10. Some typical imperfect retrieval results and the possible
reasons are illustrated.

7.6. Exemplar Retrieval Results

Figure 12 provides several exemplar retrieval results.
Overall, even though people in images take handbags, plas-
tic bags, or at a profile pose, most of the found clothing
shares many similar attributes with queries. The color at-
tribute is most reliably retrieved, which is very beneficial
since color is one of the most salient attributes when people
search for favorite clothing. Other attributes, such as sleeve,
trousers length can also achieve promising results. Some
typical confused retrieval results are shown in Figure 10.

7.7. Extension: Interactive Clothing Retrieval

Retrieval Result

Queryl Query2

Figure 11. The first two columns show user-specified parts (neck
part for query 1 and sleeve parts for query 2). From the third to
seventh columns illustrate the retrieval results.

In certain cases, user may have several favourite clothing
parts to emphasize in the retrieval task. Since our cross-
scenario transfer learning is performed in the human part
level, our proposed system can be easily adapted to user
specified queries by retrieving with only the features from
the selected parts. Figure 11 demonstrates two examples: if
one expects to search clothing with similar collar area with
query image 1 and similar sleeve area with query image 2,
we only need calculate the similarity based on features from
corresponding collar part and sleeve parts.

8. Conclusions and Future Work

We are the first to address an important but challeng-
ing problem: find similar clothing photos across different
photo capturing scenario. We propose a solution including
two key components, i.e., human/clothing parts alignment
to handle human pose variation and bridging cross-scenario
discrepancies with an auxiliary daily photo dataset. Promis-
ing results are achieved on our collected Online Shopping
and Daily Photo datasets.
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Figure 12. Six samples of flickr daily photos are used as queries, and the retrieved upper-body and lower-body online shopping clothing
photos are displayed in separate rows. Correctly and wrongly retrieved clothing attributes are marked by green stars and red crosses

respectively.

In the future, we plan to add more supervision infor-
mation to assist clothing search, e.g. our system can be
extended as an online learning system. More specifically,
since user clicks indicate the recommended online shopping
photos and query images are similar, the image pairs can be
recorded and used to update the system. Efficient large-
scale computing is also our future focus.
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